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ABSTRACT

This research aims at making use of advanced Machine Learning Algorithms (MLAs) with a view to developing a precise geoid model for Egypt. Being an equipotential surface of the earth's gravity field, geoid plays a crucial role in various geodetic applications. Throughout this study, state-of-the-art Machine Learning Algorithms are employed to address the limitations of conventional geoid modeling approaches. The research methodology involves evaluating the performance of eight Global Geopotential Models (GGMs), namely EGM2008, EIGEN-6C, EIGEN-6C2, EIGEN-6C4, EIGEN-6Cstat, SGG-UGM-1, XGM2019e_2159 and SGG-UGM-2 to choose the suitable GGM that for the study area, i.e. Egypt. MLAs, such as Linear Regression, Support Vector Machine, Random Forest, and Extra Trees, are then applied to train a model capable of determining the intricate relationships between the input features and the geoid undulations. The study findings conclude that XGM2019e_2159 emerges as the optimal GGM for Egyptian territories, since it has yielded a standard deviation of 0.36 m. Notable enhancements in the local geoid model are observed with the application of the Extra Trees algorithm, which has yielded a standard deviation of 0.11 m.
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1. INTRODUCTION

Geoid is one of the numerous surfaces of Earth’s gravity field and is considered the actual equipotential surface of Earth's gravity field [1]. Civil engineers deal with three basic earth surfaces: the terrain surface, which is the real physical surface of the earth; the geoid, which is the irregular equipotential surface of the earth; and the regular surface (ellipsoid), which is the mathematical surface that is closest to the geoid [2]. However, the most instrumental surface is the geoid, due to the fact that most engineering work and scientific applications require orthometric heights that are obtained through the surface of the geoid [3]. The geoid is greatly essential for geographic approaches, surveying, and mapping applications for any country [4]. In addition to its role in converting ellipsoid heights measured from the ellipsoid surface into useful orthometric heights related to the geoid surface, the geoid plays a crucial role in integrating GPS measurements with leveling to investigate the movements of vertical crust over extended periods of time [5]. Geoid can be used in different sciences, such as geophysical interpretations, which help to understand the distribution of the planet's interior mass and solid earth [6].

Since the 1980s, developing reliable geoid models has been considered one of the greatest geodesy-related research issues. Over the past four decades, reliable national geoid models have been produced in many countries all over the world.

Geoid models can be classified into three types according to the data used. The first model is the gravimetric geoid, which is based on using different types of gravity observations, such as terrestrial gravimetry, satellite gravimetry, and airborne gravimetry. The second model is a geometric geoid, which is based on using GPS/leveling observations. The third is a hybrid geoid, which is based on a combination of gravity and GPS/leveling observations. Geoid models can also be classified according to the covered area into local geoid models, which are appropriate for small areas, and global geoid models, which are suitable for large areas [7]. In all geoid types, the basic objective of any model is to calculate the geoid undulation values.

Geoid undulation, i.e., geoid height, is the vertical separation between two surfaces. See Fig.1. This undulation can be determined by the fundamental relationship, which consists of the orthometric height (H) obtained through the leveling process and the ellipsoidal height (h) obtained through GNSS measurements. This undulation is given by the following equation [3].

\[ N = h - H \]

Eq. (1)
In reality, the implementation of the above-mentioned equation can be hindered by some factors that cause a great deal of discrepancy, making the equation highly complicated [8]. These factors may include: 1- Random errors in both heights (H and H). 2- Distortions and systematic effects on heights. 3- Various geodynamic effects (land subsidence, monument instabilities, plate deformation at subduction zones, and MSL rise). 4- Instability of reference station monuments over time [9].

Actually, the precision of the geoid model is affected by the distribution, number, and accuracy of utilized stations (leveling/GPS points). Therefore, the distribution of these stations must be conducted in a homogeneous manner throughout the entire study area [10].

1.1 Global Geopotential Models (GGM)

It should be noted that the first step towards accurate geoid modeling is the evaluation of global geopotential models to choose the most appropriate GGM for the area studied. Consequently, several studies have investigated the precision of GGMs, which have been created since the 1960s [11]. GGMs can be considered a spectrum-domain mathematical form used to compute gravitational potential via spherical harmonic expansion [7]. Depending on a suitable GGM, the gravity potential value related to the earth can be determined through using fully normalized Stokes’ coefficients for each degree n and order m (c_{nm} and s_{nm}). GGM models can also provide much information about the earth's vertical deflection, gravity anomaly, normal gravity, and geoid undulation [12]. Based on the GGM models as the essential tool utilized for developing geoid in both regional and local forms, the International Center for Global Earth Models (http://icgem.gfz.potsdam.d /ICGEM/ICGEM.html) has more than 160 GGM available [13].

Typically, GGMs are generated from satellite gravity data or from a combination of satellite models, terrestrial gravity, altimeters derived from oceanic gravity data, and airborne gravity [1]. So, the maximum degree and accuracy of GGMs vary significantly due to the use of various types of data sources in creating GGMs. GGMs are classified into three main groups. Firstly, so-named satellites only depend on the observations of artificial earth satellites. Secondly, it is called a combined model, which is created from the combination of different sources such as terrestrial, land, airborne gravity, and marine gravity anomalies obtained from satellite altimetry. Third, so-called tailored models, which established from adjustment, improvement, and enhancement the coefficients of spherical harmonics related to GGMs for satellites, and combined models to increase the degree of the model [7, 14].
This paper evaluates the accuracy of eight recent GGMs to select the suitable model between them to represent the Egyptian surface. The characteristics of GGMs utilized in this study are illustrated in the following:

1.1 EGM2008: The National Geospatial Intelligence Agency of the United States established this model in 2008, using data from altimetry, satellite tracking, and terrestrial gravity. The degree and order of EGM2008 are 2159 and 2190 respectively. This model enables the estimation of quasigeoid height, gravity anomaly, and vertical deflection [15].

1.1.2 EIGEN-6C: It was produced in 2011 and developed up to degree 1420 by combining the observations of (GRACE), (GOCE), and (LAGEOS).

1.1.3 EIGEN-6C2: It was launched in 2012 and developed to a degree up to 1949 by combining the observations of (GRACE), (GOCE), and (LAGEOS) [16].

1.1.4 EIGEN-6C4: It was produced in 2014 and developed by both the French research center and the German research center (CNES & GFZ) to degrees up to 2190. EIGEN-6C4 utilizes the data of satellite tracking obtained from both GRACE, LAGEOS, and GOCE with a grid of gravity anomalies of a global surface [17].

1.1.5 EIGEN-6C3stat: It was produced in 2014 and developed to a degree since 1949 by combining the observations of GRACE, the Gravity Field and GOCE and data on marine gravity obtained from satellite altimetry data [18].

1.1.6 SGG-UGM-1: It was developed in 2018 by Wuhan University in China by incorporating the signal of GOCE gravity obtained during the period of November 2009 and May 2012 with EGM2008 [19].

1.1.7 XGM2019e_2159: It is considered one of the latest GGMs. It was produced in 2019 and developed to degree 2190. It combines 1' mean sea surface data sets throughout the oceans, 15' terrestrial gravity anomalies database on land, the EARTH2014 topographic model and 5' GOCO06s GGM [17].

1.1.8 SGG-UGM-2: It is considered one of the modern GGMs and was released in 2020. the degree and order of this model, 2190 and 2159. by merging the observations of the (GRACE), EGM2008, gravity field (GOCE), and marine gravity obtained from satellite altimetry data [20].

1.2 Machine learning

Machine Learning Algorithms (MLAs) is a part of Artificial intelligence that is focused on the development of statistical models and algorithms that can be able to learn from and make predictions on data. Through the previous few decades, several studies proved that MLAs are more accurate than traditional statistical techniques like logistic regression or discriminant analysis, especially when the input database is expected to have various statistical distributions or feature space is very complex [21]. Therefore, a great number of mechanisms for regression and classification have been developed. So, in this research some of these regression techniques are investigated for geoid modeling.

1.2.1 Linear Regression

Regression means that predicting the continuous output variables affected by independent input variable. Linear regression is considered one of the important supervised MLAs that can be used for predictions on new data sets, through learning from the labeled data sets and maps the data points to the most optimized linear functions. Finding the ideal linear equation for predicting the values of the dependent variable based on the values of the independent variables is the aim of the linear regression [22]. The equation gives a straight line representing the relation between the value of independent and dependent variables.
In a regression set of observations are present with X and Y values, these data are utilized to learn a function for prediction Y through an unknown X. Therefore, a function is required for predicting continuous Y in the expression case given X even as independent features.

Assume that our independent feature is the location of the reference station (X) and the height difference between the \( \text{NGNSS/levelling} \) and the \( \text{NGGM} \) (Y) is the dependent variable. Let’s assume there is a linear relation between X and Y, then the height difference can be predicted using the following equation.

\[
Y_i = \theta_1 + \theta_2 X_i \\
\]

Eq.(2)

\( Y_i (i = 1, 2, 3, \ldots) \) are the predicted values.

\( X_i (i = 1, 2, 3, \ldots) \) input independent data.

\( \theta_1 \): intercept

\( \theta_2 \): coefficient of x

1.2.2 Support Vector Machines (SVM)

Support Vector Machines (SVM) developed by Cortes and Vapnik, (SVM) are supervised learning techniques related to connected learning algorithms which have the ability to analyze data utilize for regression and classification analysis [23]. SVMs are suitable for being applied in many different fields: image detection, recognition and verification prediction, remote sensing, image analysis, time series forecasting and chemical sciences, this algorithms would be suitable when the problem might not be linearly separable [24].

1.2.3 Random Forest

Random forest is considered one of the most distinguished ensemble techniques because it’s a substantial advancement on simple decision trees. It is an ensemble training algorithm which constructs numerous decision trees throughout the training. Random forest has the ability to forecast the mode of the groups for forests process and mean prediction of trees for the regression process. It is utilizing random subspace techniques and bagging during tree construction. It has built-in feature importance [25]. As shown in Fig.2, an RF comprises of several groups of trees, where each tree is grown depending on randomization distribution [26]. The number of trees required increases with the number of predictors in order to get good performance. Comparing predictions from a forest against those from a subset of a forest is the most effective way to figure out the appropriate amount of trees needed [25].

![Random forest mechanism](image)

**Fig. 2.** Random forest mechanism [26]
1.2.4 Extra Trees

One of the very important algorithms is the Extra tree, which is part of the ensemble learning algorithms. It builds a group of decision trees. During tree establishment, the decision rule is randomly chosen. This algorithm is very analogous to Random Forest except for random chosen of split values [27]. The main objective of the Extra tree technique is creating further unpredictable tree establishment in the conditions of numerical insert features, where the selection of the favorable cut point is responsible for a great amount of the variance of the induced tree. The Extra trees algorithm is done by generating a great number of unpruned decision trees in the training database. In the regression, predictions are created by averaging the prediction of the decision trees.

The primary objective of this research is to develop a local geoid model for Egypt using different MLAs in Python libraries such as Linear Regression, Support Vector Machine (SVM), Random Forest (RF) and Extra Trees.

2. STUDY AREA

The study area is located in Egypt. It was divided into three regions; the first region, which stretches for about 600 km along the Mediterranean Sea, started from reference station (31° 29' 15" N, 26° 36' 19" E) located at the west of Egypt to reference station (31° 2' 49" N, 33° 0' 22" E) located at the east of Egypt, is notable for its diverse natural and environmental features as well as its important cities, including Alexandria, Port Said, Al-Almain, and Marsa Matrouh. The second region extended along the coast of the Red Sea for about 700 km from the reference station (24° 12' 16" N, 35° 25' 51" E), which is located in Egypt's south, to the reference station (31° 13' 5" N, 32° 22' 29" E), which is located in Egypt's north. This region is highly valued because it contributes significantly to the country's GDP due to the presence of important tourist destinations like Dahab, Nuweiba, Hurghada, Safaga, and Sharm El-Sheikh. The third region is distinguished by the Nile River, which is Egypt's lifeblood. The majority of the population in this region works in agriculture in addition to various other industries. This region extended nearly 824 km along the River Nile from the reference station (31° 26' 16" N, 25° 23' 55" E) at the north of Egypt to the reference station (23° 56' 26" N, 35° 23' 50" E) at the upper Egypt. Fig. 3 shows the distribution of all GNSS/leveling utilized in this study.
3. METHODOLOGY

The methodology of this research involves developing a local geoid model for Egypt, encompassing the Red Sea and Mediterranean coasts as well as the Delta area and the Nile River. The methodology of this research includes the following steps is shown in Fig.4.

1- $N_{GNSS/levelling}$ of all GNSS leveling points with known latitude ($\Phi$), longitude ($\lambda$), orthometric height ($H$) and ellipsoidal height ($h$) was calculated from the equation (1).

2- Depending on $N_{GNSS/levelling}$ obtained from the previous step, eight GGMs as EGM2008, EIGEN-6C, EIGEN-6C2, EIGEN-6C4, EIGEN-6C3stat, SGG-UGM-1, XGM2019e_2159 and SGG-UGM-2 with high degree and order were evaluated in order to choose the suitable model for the study area through determine the difference between $N_{GNSS}$ of GNSS leveling points and $N_{GGM}$ of GGM obtained from the website of the (ICGEM). The difference ($\Delta_N$) calculated from the following equation.

$$\Delta_N = N_{GNSS/levelling} - N_{GGM}$$  \hspace{1cm} Eq.(3)

3- The difference between $N_{GNSS/level}$ and $N_{best\ GGM}$ was calculated according to the following equation.

$$\Delta_{N_{best\ GGM}} = N_{GNSS/levelling} - N_{best\ GMM}$$  \hspace{1cm} Eq.(4)

4- The GNSS leveling points are split into two groups: a training group and a testing group.

5- Some of Machine Learning Algorithms for example Linear Regression, Random Forest, Support Vector Machine and Extra Tree using python libraries was applied in order to regression the $\Delta_{N_{best\ GMM}}$ of the training points.

6- Comparison between the previous algorithms by performing some statistical operations, the optimum algorithm was chosen.

7- Height difference ($\Delta_{N_{best\ model}}$) of points every 10 km of all Egypt is calculated through the code produced by optimum machine learning algorithm.

8- From ICGEM website, ($N_{best\ model}$) of points every 10 km of all Egypt the best GGM is obtained.

9- Geoid model of Egypt is determined from the following equation

$$N_{geoid} = \text{height diff}(\Delta_{N_{best\ model}}) + N_{GGM\ best\ model}$$ \hspace{1cm} Eq.(5)

10- A map of the geoid model obtained from the previous steps was drawn using the surfer program.
4. RESULTS AND DISCUSSIONS

At first, geoid height values for \( N_{\text{GNSS/leveling}} \) were calculated from equation (1) for all 514 GNSS/levelling points. These points were separated randomly by Python into two groups where both groups must cover the studied area: the first group is called the training group, which consists of 462 points with known latitude (\( \Phi \)), longitude (\( \lambda \)) and height difference. This group was used in the modeling process. While the second group is called the testing group and consisted of the remaining points (52 points) with known latitude (\( \Phi \)), longitude (\( \lambda \)) and height difference, this group was used as (check points) to evaluate the results. Fig. 5 show the distribution of training points, while Fig. 6 show the testing points' distribution.
4.1 Comparison between GGMs

This step is very important; it is considered the initial step for geoid modeling. In order to choose the suitable GGM for the area study, a comparison process was made between eight GGMs with high degree and order: EGM2008, EIGEN-6C, EIGEN-6C2, EIGEN-6C4, EIGEN-6C3stat, SGG-UGM-1, XGM2019e_2159, and SGG-UGM-2. The performance analysis of these GGMs consists of the following procedures: calculating the height difference ($\Delta N$) between GNSS/leveling points and the GGM obtained from the website of the (ICGEM) using equation (3). Then, by performing some statistical operations on this height difference ($\Delta N$) for each model to calculate the mean, minimum, maximum, and standard deviation [28], the GGM that achieves the minimum standard deviation is considered as the best GGM. The accomplished results are shown in Table 1.

<table>
<thead>
<tr>
<th>GGM models</th>
<th>Difference between N of GNSS/leveling and N of GGM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>year</td>
</tr>
<tr>
<td>EGM 2008</td>
<td>2008</td>
</tr>
<tr>
<td>EIGEN-6C</td>
<td>2011</td>
</tr>
<tr>
<td>EIGEN-6C2</td>
<td>2012</td>
</tr>
<tr>
<td>EIGEN-6C4</td>
<td>2014</td>
</tr>
<tr>
<td>EIGEN-6C3stat</td>
<td>2014</td>
</tr>
<tr>
<td>SGG-UGM-1</td>
<td>2018</td>
</tr>
<tr>
<td>XGM2019e_2159</td>
<td>2019</td>
</tr>
<tr>
<td>SGG-UGM-2</td>
<td>2020</td>
</tr>
</tbody>
</table>

Through the preceding table and from Fig. 7, which shows the height difference ($\Delta N$) between N of GNSS/leveling and N of each GGM used in this study, all points were presented on the horizontal axis, while the height difference ($\Delta N$) was presented on the vertical axis. It can be
recognized that the results are very similar. This may be attributed to the number and quality of the terrestrial gravity observations, altimetry data, and satellite tracking observations that were utilized in the development of these models. However, there is a very slight superiority to the XGM2019e_2159 model, which achieved a standard deviation of 0.36 m.

![Fig. 7. Height difference ($\Delta N$) between $N_{\text{GNSS/levelling}}$ and $N_{\text{GGM}}$](image)

In order to test whether or not there are significant differences between the geoid heights of the global models, $\Delta N$ from the XGM2019e_2159 was chosen to compare $\Delta N$ from the other seven GGMs since the model XGM2019e_2159 provided the lowest standard deviation of height differences. Table 2 displays the results of the F test for the global geoid models when the sample size (number of points) is 512 and the $F_{\text{critical}}$ = 1.154 at a 95% confidence level [28].

<table>
<thead>
<tr>
<th>Teased model</th>
<th>$F$ value of $F_{\text{critical}}$</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGM2019e_2159 and EGM2008</td>
<td>1.083</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and EIGEN-6C</td>
<td>1.064</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and EIGEN-6C2</td>
<td>1.127</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and EIGEN-6C4</td>
<td>1.082</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and EIGEN-6C3stat</td>
<td>1.058</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and SGG-UGM-1</td>
<td>1.031</td>
<td>Insignificant difference</td>
</tr>
<tr>
<td>XGM2019e_2159 and SGG-UGM-2</td>
<td>1.093</td>
<td>Insignificant difference</td>
</tr>
</tbody>
</table>

Table 2 demonstrates that $F$ value < $F_{\text{critical}}$, so there is no significant difference between the geoid heights produced from the XGM2019e_2159 model and the EGM2008, EIGEN-6C, EIGEN-6C2, EIGEN-6C4, EIGEN-6C3stat, SGG-UGM-1 and SGG-UGM-2 models.

Based on the above results and according to the previous research [29], it can be concluded that the XGM2019e_2159 is the suitable GGM model for Egyptian lands. As a result, the height difference ($\Delta N_{\text{best model}}$) between $N_{\text{GNSS/levelling}}$ of GNSS/leveling points and $N_{\text{XGM2019e_2159}}$ was calculated according to equation (4).

For the evaluation of the MLAs used in this study for geoid modeling, the Python libraries have been used for regression of the height difference of the best model ($\Delta N_{\text{best model}}$) of the training points to predict the height difference of the check points and compare them with the
known height difference of the same points. The MLA that gives the best results is chosen in order to predict the height difference at any point.

4.2 : Modeling utilizing MLAs

4.2.1 Evaluation of Linear regression

Linear regression is considered an important branch of supervised MLAs that can be used for prediction of new data through learning from the labeled datasets. During the regression process, some data set are present with X and Y values. These data are utilized in order to learn a function that can be used for prediction at any X. Fig. 8 shows the difference between the actual values of the height difference (ΔN\text{best model}) of the testing point and the predicted values of height difference at the same point, where the horizontal axis represents the points of the testing group (known latitude and longitude) and the vertical axis represents the height difference (m). It is worth mentioning that linear regression achieved a standard deviation of 0.30 m. The issue of the regression process is that of recognition, a function that is close to mapping from an insert domain to real numbers depending on training data.

![Actual height difference and predicted height difference by linear regression](image)

**Fig. 8.** Actual height difference and predicted height difference by linear regression

4.2.2 Evaluation of Support Vector Machine

The algorithm of SVM is supervised learning models with correlated learning algorithms that are utilized for regression and classification analysis. During the training step, SVM creates a model, maps the decision boundary of the data, and identifies the hyperplanes that separate the various classes. As the hyperplane increases, the prediction accuracy increases. Fig. 9 shows the difference between the actual values of the height difference (ΔN\text{best model}) at the testing point and the predicted values of the height difference at the same point. The accuracy of the support vector machine reached 0.19 m.
4.2.3 Evaluation of Random Forest

A Random Forest prediction consists of a number of trees, where all trees grow through some form of randomization. The number of trees needed for ideal performance builds up with the number of predictors. The optimum approach to estimating how many trees are needed is a comparison between predictions made by a forest and predictions made by a subset of a forest. When the subset works as well as the full forest, this indicates that there are enough trees. Fig. 10 shows the difference between the actual values of the height difference ($\Delta N_{\text{best model}}$) at the testing point and the corresponding values of the height difference predicted by the random forest algorithm, which achieved a standard deviation of 0.12 m at the same points.

4.2.4 Evaluation of Extra Tree

Recently, interest in the Extra Tree technique as one of the important MLAs used for prediction has increased. It works by creating a huge number of decision trees from the training data set. Predictions are made by averaging the predictions of the decision trees in the regression. Fig. 11 shows the difference between the actual values of the height difference ($\Delta N_{\text{best model}}$) of the testing point and corresponding values of the height difference predicted by the Extra Tree
algorithm, which achieved higher accuracy than the previous algorithms where the achieved standard deviation equaled 0.11 m at the same points.

![Fig.11](image1.png)

**Fig.11.** Actual height difference and predicted height difference by Extra Tree

The errors between the actual height difference and predicted height difference predicted by the previous machine learning algorithms are shown in **Fig. 12**.

![Fig.12](image2.png)

**Fig.12.** Errors between actual height difference and predicted height difference

According to [28], the statistics of the estimated height differences ($\Delta_{N_{\text{best model}}}$) by different MLAs are presented in **Table 3**.

<table>
<thead>
<tr>
<th>MLAs</th>
<th>Minimum (m)</th>
<th>Maximum (m)</th>
<th>Mean (m)</th>
<th>Standard deviation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>-0.69</td>
<td>0.91</td>
<td>0.02</td>
<td>0.30</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>-0.57</td>
<td>0.36</td>
<td>-0.02</td>
<td>0.19</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td>-0.29</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>Extra Tree</td>
<td>-0.29</td>
<td>0.34</td>
<td>0.01</td>
<td>0.11</td>
</tr>
</tbody>
</table>
From the previous table, it can be noticed that Extra Trees and Random Forest are two very similar algorithms, but Extra achieved better results and outperformed other algorithms, especially when data was scarce, where the Extra Tree algorithm produced the smallest standard deviation of 0.11 m, while Random Forest came in second with a standard deviation of 0.12 m, while the biggest standard deviation was achieved with linear regression.

As a result of all of the above, Extra Tree is the optimum MLA for modeling the height difference of a geoid, so this algorithm is used to predict the height difference at any point by introducing the latitude and longitude of this point to the code produced by the Extra Tree algorithm. In addition, depending on the latitude and longitude of the same point, the value of N of the best model can be obtained from the ICGEM website, and then, by applying equation (5), the value of the geoid at this point can be calculated.

Based on the above, a perpendicular grid was made for Egypt with horizontal and vertical distances every 10 km; every point has known latitude and longitude; the height difference was determined at all estimated points from the Extra Tree code; and $N_{XGM2019e-2159}$ at the same points was obtained from the ICGEM website; then the value of the geoid was calculated for the same point. After that, using a surfer program, a map of the geoid was drawn as shown in Fig. 13.

![Geoid model for Egypt](image-url)

**Fig. 13.** Geoid model for Egypt.

From the preceding figure, it can be noticed that the value of the geoid ranges from 9 to 21.5 m. The lowest value of geoid is in the southeastern zone near the Red Sea coast, where the value of geoid in this region ranges from 9 to 13 m. While the highest value of geoid is in the northwestern zone of the country, where these values range from 18 to 21.5 m. It is also noted that the change in the value of the geoid is not a random change, i.e., the value of the change from one
area to another is very small. This is due to the nature of the Egyptian land, which is considered somewhat flat.

5. CONCLUSION

The GNSS has simplified the determination of ellipsoidal height in relation to the ellipsoidal surface. However, this height lacks acceptance and physical significance in many civil engineering applications, including construction, mapping, engineering design, and planning. These fields necessitate the use of a desirable height known as orthometric height, established above the geoid surface. Therefore, achieving precise modeling of the local geoid is imperative to enable the accurate conversion of ellipsoidal height to orthometric height. The primary objective of this research is to develop a local geoid model for Egypt using different MLAs in Python libraries, such as linear regression, support vector machines, random forests, and extra trees. Moreover, the performance of EGM2008, EIGEN-6C, EIGEN-6C2, EIGEN-6C4, EIGEN-6C3stat, SGG-UGM-1, XGM2019e_2159 and SGG-UGM-2 were evaluated to choose the suitable GGM for area study as the initial step in geoid modeling. This research marks a significant stride in the field of geodetics by proposing and implementing a local geoid model tailored specifically for the diverse and intricate geological features of Egypt. The combination of advanced MLAs and GGMs has proven to be a potent methodology, showcasing its effectiveness in achieving a high degree of precision and accuracy. The standout model, XGM2019e_2159, emerged as the most suitable GGM for the Egyptian lands, boasting a commendable standard deviation of 0.36 meters. Notably, the application of the Extra Trees algorithm yielded even more promising results, showcasing substantial enhancements in the local geoid model with a reduced standard deviation of 0.11 meters. This underscores the capacity of machine learning techniques to discern and model intricate relationships within geophysical data, thereby refining the accuracy of geoid predictions.
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